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Abstract—This paper elucidates the impact of comparative
mechanisms for dynamically adapting team sizes in simulated
robot teams that must accomplish a collective construction task.
The first approach adapts team size using genotypic diversity
of team behaviors in a population of behaviors. The second
approach adapts team size as a function of behavioral success
(degree of task accomplishment). Task complexity in the collective
construction task is equated with the degree of cooperation
required between robots for task accomplishment. Task com-
plexity, and hence the most suitable team size, is not known a
priori. Results indicate that adapting team size based on genotype
diversity is beneficial for collective construction when the task
requires a low degree of cooperation. However, when a relatively
high degree of cooperation is required for task accomplishment,
then dynamically adapting team size according to genotype
diversity or behavioral efficacy yields comparable results.

Index Terms—Neuro-Evolution, Collective Construction, Team
Size Adaptation.

I. INTRODUCTION

In multi-robot systems [1], it is often beneficial to dynam-
ically adapt team size so as a suitable number of robots are
assigned to the task [2], [3]. In cooperative multi-robot tasks,
if team sizes are too small then sub-optimal task performance
or failure often results [4]. Similarly, if a team is too large
then sub-optimal task performance often results from physical
interference between robots as they try to accomplish cooper-
ative tasks [2]. Dynamic adaptation of team size is especially
important in collective behavior tasks where a required degree
of cooperation, and hence the optimal team size is not known
a priori [3], [5]. Dynamic team size refers to adapting the
number of robots (as well as behavior), during an Evolutionary
Robotics [6] (ER) simulation. An end goal of ER is to transfer
collective behaviors (and team sizes) evolved in simulation to
a counter-part team of physical robots that accomplishes the
same task in reality (outside this paper’s scope).

Dynamic team size adaptation, in an ER context, contrasts
with more conventional approaches that attempt to predeter-
mine team size given a measure of task complexity [7], [8].
One approach of ER for evolving teams to solve collective
behavior tasks, is to adapt team sizes as a function of task
complexity. However, the most appropriate (task independent)
method for adapting team sizes remains unclear. For example,
the benefits of adapting team size as a function of only geno-
type diversity (where a genotype encodes a robot’s behavior)
versus task complexity has received little research attention.
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In this study, the mechanism to adapt team size according
to genotype diversity works within the Neuro-evolution for
Augmenting Topologies (NEAT) method [9]. This approach is
compared to a mechanism that adapts team size using the ef-
fectiveness of robot behaviors. This second mechanism works
within the Collective Neuro-Evolution version 2 (CONE-2)
method [10]. CONE (with which CONE-2 shares many simi-
larities) has been applied to various collective behavior tasks
[11], [12]. However, with the exception of NEAT extensions
such as HyperNEAT, applied to specific multi-agent tasks [13],
NEAT has not been applied to solve collective behavior tasks.
NEAT was selected as a team behavior evolution method,
given its speciation mechanism that maintains genotype di-
versity and protects controller innovation [14].

The efficacy of CONE-2 and NEAT for evolving team
behaviors (and suitable team sizes) was tested in a collective
construction task which required varying degrees of coopera-
tive behavior. Task performance comparisons between CONE-
2 and NEAT evolved teams were in terms of the number
of blocks connected together in a specific order to form a
larger structure. Varying degrees of cooperation were equated
with the number of robots required to connect blocks. Either
one (no cooperation), two (low cooperation), or three (high
cooperation) robots were required to build connections.

A. Research Goal

To demonstrate two comparative methods for dynamically
adapting team size that are beneficial for collective construc-
tion task performance. The task requires varying degrees of
cooperation between robots (unknown to the team a priori).
This research goal was formulated given previous ER research
results [11], [12] elucidating the difficulty of predetermining
suitable team sizes for collective (cooperative) behavior tasks.

B. Hypothesis

To test if adapting team size as function of genotype diver-
sity is comparably effective to adapting team size according
to behavioral success. For this study, a genotype encodes a
robot behavior, that the NEAT Neuro-Evolution (NE) method
evolves. This hypothesis was tested via comparing collective
construction task performance of the fittest NEAT versus
CONE-2 evolved teams, where both methods adapt team
size and behavior. This hypothesis was formulated given the
success of behaviorally heterogenous teams in cooperative
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tasks [8], [15]. In this study, genotype (controller encoding)
diversity represents behavioral diversity at the team level.

C. Motivation

Previous research has focused on adapting team sizes as a
function of task complexity (that is, controller output success)
[71, [8]. However, to date, the most appropriate methods for
dynamically adapting team sizes in any given cooperative task
remains unclear. In this case, a comparison and analysis of
behavioral encoding versus behavioral success mechanisms
for adapting team size in cooperative tasks is tested. This
comparison is conducted in context of NEAT and CONE-
2. Both NE methods have been successfully applied as NE
controller design methods in various tasks [16], [10].

NEAT is applied to evolve robot controllers and adapt
team size using its speciation mechanism [16] (section III).
In NEAT, the evolution of N controllers is represented by
the fittest controllers selected from N species. Hence, NEAT
controllers (genotypes) in evolving populations (species) only
become as complex as the task requires, where team size
equals the number of species being evolved.

CONE-2 is applied to evolve controllers and adapt team size
via adding a new genotype population (from which individual
robot controllers are evolved) whenever a cooperative task
cannot be accomplished by the current number of robots.
In CONE-2, the evolution of n controllers is represented by
n genotype populations (section II). This results in a new
robot being added to the environment. The motivation for
this approach is that a CONE-2 team only becomes as large
as required (controller complexity is fixed). Thus, CONE-2
team size is regulated by the degree of cooperation required
to accomplish the collective construction task.

II. CONE-2: COLLECTIVE NEURO-EVOLUTION 2

CONE-2 is a cooperative co-evolution NE method that
extends CONE [11]. CONE-2’s contribution is that it in-
creases the number of populations (from which controllers are
evolved) as a function of task complexity. CONE-2 increases
the number of controllers until a team size suitable for task
accomplishment is found [10]. One controller (fully connected
fixed topology feed-forward ANN with one hidden layer) is
evolved from each population. This research uses a simplified
version of CONE-2 where genotypes directly encode complete
controllers. That is, each genotype is a vector of floating point
values that represents all input to hidden layer and hidden layer
to output connection weights in an ANN.

CONE-2 starts with one population (Fp), consisting of u
genotypes (controllers). Each genotype encodes 250 connec-
tion weights (220 input to hidden layer weights plus 30 hidden
layer to output connection weights, as depicted in figure 3,
left). Each genotype’s gene is initialized to a random value in
the range: [-1.0, 1.0]. The controller evolution process is the
same as Conventional Neuro-Evolution (CNE) [17].

A. Team Representation and Size Adaptation:

In CONE-2, one population represents each robot in the
environment. That is, each robot’s controller is evolved from

a separate population. For example, a team size of N=3 will
use three populations to evolve three different controllers.
Thus, CONE-2 evolved teams are heterogenous. N populations
(where, N > 2) of controllers are cooperatively co-adapted
based on how well a task is cooperatively solved by controllers
selected from each population. An example of CONE-2 using
three controllers (populations), and adding a new population
is presented in figure 1. The process for evaluating controllers
evolved from N populations is the same as used for Multi-
Agent CNE described by Potter [18] and Nitschke [19].
CONE-2 team size adaptation is depicted in figure 1 (right).

1) Adding Population P, (n > 0): If one robot (AN N;)
or two robots (AN N; and AN N;) are gripping a block
in the construction zone, but cannot connect the block
to others!, then a help signal is emitted. If there is a
second (in the case of AN N; only) or third (in the case
of ANN; and ANNj) robot in the environment, then
ANN,;, or ANN; and ANN; wait Z iterations (table
II). If another robot does not grip the block in this time,
the current generation is stopped and a new population
P,y is created. The next generation then starts, and a
new controller AN Ny, is evolved from population P, 1.

2) Population Initialization: P, is initialized with u
genotypes. For each new population (P, 41), © is same
as for P,. To encourage P,.1 to evolve a controller
from a beneficial part of the solution space, genotypes
of P,4; are initialized based on one of the existing
populations. This is P,,, from which AN N,,, is evolved,
where ANN,, is the controller (robot) that emitted
the help signal. Each genotype in P, is initialized
with the genotypes of an existing population. Burst
mutation with a Cauchy distribution [20] is applied to
each gene of each genotype in P,;; with probability
p (table III). This P,,4; initialization procedure ensures
that the new controller AN N, is not too dissimilar
to the current team of N controllers. Also, the time
taken for ANN, ., to evolve a beneficial behavior
is minimized since ANN,, ;1 is based on an already
functional controller.

B. CONE-2 Genetic Operators

o Recombination: Only occurs within populations (for each
population). After all genotypes (in all populations) have
been assigned a fitness and ranked, genotypes are re-
combined. For a given population, each genotype in the
population’s elite portion (table III) is systematically
selected and paired with another genotype (randomly
selected from the elite portion). Three-point crossover
[21] is applied to each parent pair. Enough child geno-
types are produced to replace the current population. This
procedure is repeated for every population.

o Mutation: Burst mutation [20] is then applied to each
genotype’s gene with probability p (table III).

LAt most three robots are needed to connect one block to another (table I).
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CONE-2 Example (Left): Three ANN controllers are derived from three Genotype Populations (GP) and evaluated collectively. Recombination only

occurs within populations. Team Size Adaptation (Right): Adding a genotype (controller) population (GP) and thus a new robot to the environment.

III. NEAT: NEURO-EVOLUTION OF AUGMENTED
TOPOLOGIES

NEAT is a competitive co-evolution NE method that uses
mechanisms for historical gene marking, speciation, and com-
plexification [9], [14], [16] in its adaptation process.

Complexification is the incremental growth from minimal
ANN controller topology. NEAT begins with one homogenous
population of simple controllers (no hidden nodes) and adapts
connection weights and topology as a function of task com-
plexity. NEAT biases the search towards minimal dimensional
spaces and only increases search space dimensionality (adding
controller structure) if the task requires it.

Speciation in NEAT calculates if two controllers will be in
the same or a new species (according to a genotype compati-
bility threshold) after controllers have been recombined and
mutated every generation. Speciating the population means
controllers will only compete within their given species. This
protects new innovations in controller topology adaptation.

Historical gene markings allow NEAT to add new structure
and recombine controllers with differing topologies, since gene
markings are evidence of controller homology.

A. Team Representation and Size Adaptation:

The current fittest controller is selected from each of N
species. NEAT evolves teams of N robots from N populations
(species). Hence, NEAT teams are heterogenous, since each
species evolves a different controller topology.

NEAT uses its speciation [16] mechanism to adapt team
size. When a new species is added to NEAT’s genotype
population (resulting from sufficient genotype diversity), then
a new robot (controller) is added to the environment.

B. NEAT: Genetic Operators

o Mutation: NEAT mutation adapts both connection
weights and controller topology. To adapt controller
weights, this application of NEAT uses burst mutation

[20] to change each gene in each genotype with a
given probability (table IIT). NEAT controller topology
adaptation is the basis of complexification and works
via adding genes to genotypes. New genes are new
connections or controller nodes represented by a mutated
genotype. These mutations are simultaneously applied to
each genotype with a given probability. Added connection
weights connect two previously unconnected nodes in a
mutated controller. When a new node ¢ is added, the
existing connection between two existing nodes a and b
is disabled. A new connection between nodes a and ¢
(weight value = 1.0) is initialized. A second connection
is initialized between node ¢ and b, with the same weight
of the previously connected nodes a and b. When a new
gene is added, the new gene is assigned an incremented
global innovation number.

e Recombination: Since NEAT tracks the historical origin
of all genes using innovation numbers, this means that
only homologous genes in two given controllers will be
recombined. That is, NEAT only recombines genotypes
(controllers) with ancestral genes in common. Matching
genes are randomly selected for child genotypes. Disjoint
and excess genes are inherited from the fitter parent, or
at random in the case of equal fitness.

IV. COLLECTIVE CONSTRUCTION TASK AND
EXPERIMENTS

The collective construction task requires a robot team to
gather blocks (of type A, B, or C) and cooperatively build a
pre-specified structure from the blocks in a construction zone.
Task complexity is equated with the degree of cooperation
(number of robots) required to connect blocks. Construction
rules (table II) dictate how different block types connect to-
gether according to a construction schema (table I). Construc-
tion rules regulate the difficulty of the construction process
via requiring varying degrees of cooperation. For example,
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TABLE I
COLLECTIVE CONSTRUCTION TASK: BLOCK TYPE DISTRIBUTION FOR 10 CONSTRUCTION SCHEMAS.

Block Type Distribution and Construction Schema
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Fig. 2.

Example simulation environment (Left): With three robots, five type A blocks (green), three type B blocks (blue), and two type C blocks (gold).

Construction schema example (center): Six of 10 blocks are connected in the correct sequence (given by construction schema 7: table I). Three robots are
cooperatively connecting a type C block to the partially built object. Robot (Right): Visualization of the robot’s sensor quadrants, gripper range and sensor
range. Robot sensor quadrants: SQ-1, SQ-2, SQ-3, SQ-4. Block demand sensors: SI-12, SI-13, SI-14 are not depicted since they work in all four quadrants.

the construction schema in figure 2 (center) mandates that the
third and second last blocks in the construction sequence are
type B blocks. Making a type B to type B block connection
requires three robots to cooperate (table II). In this collective
construction task, low and high level cooperation refers to two
and three robots simultaneously gripping and pushing a block
to connect to another block, respectively. Team fitness is the
number of blocks connected during its lifetime.

Experiments test # (initially n = 1), robots in a bounded two
dimensional continuous environment containing a distribution
of type A, B, and C blocks (figure 2, left). The environment
also contains a construction zone, where N gathered blocks
are delivered and connected into a single object. Figure 2
(left, center, right) present an example of the simulation
environment, a structure being built according to a construction
schema, and a depiction of the robot’s sensor quadrants and
gripper range, respectively.

A. Fitness Evaluation

To drive the selection process of NEAT and CONE-2, the
fitness function accounted for the distance and type of blocks
moved by robots, even though the ultimate evaluation of team
behavior was the number of blocks connected.

A robot’s fitness was calculated based on the time taken (7)
for it to move block i of a given type (BT;) from an initial

TABLE 11
BLOCK CONNECTION CONSTRUCTION RULES

Construction Rules
Construction Schema A Connects: | B Connects: | B Connects:
[1, 10] (table T) B C B
Robots Required 1 2 3

position in the environment, and to connect it to other blocks
in the construction zone (V,, in equation 1).

1
Vo = 7+ BT ey

Block types A, B, and C yield different fitness values (table
IIT) for being moved and connected in the construction zone.
The varying fitness rewards for different block types reflect the
degree of difficulty (cooperation) to connect given block types.
If n robots cooperatively connected a block, then each of the n
received the same fitness (V;,). For both CONE-2 and NEAT,
fitness was assigned to each genotype representing each of the
n robot controllers.

B. Simulation

An experiment applies CONE-2 or NEAT to evolve team
behavior for 500 generations. A generation comprises three
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TABLE IIT
SIMULATION AND NEURO-EVOLUTION PARAMETERS: COLLECTIVE CONSTRUCTION TASK.

Simulation and Neuro-Evolution Parameters

Maximum robot sensor / grip range

Robot size (diameter) / Maximum movement per iteration
Initial robot positions

Simulation environment / Width x height

Construction zone size (Diameter) / Block size (width / height)
Block Type A / B / C Fitness reward

Generations / Epochs / Iterations per epoch (Robot lifetime)
Mutation (per gene) probability (p) / Mutation range
Population elite portion

Initial weight (gene) range

Genotype length (Connection weights)

Initial number of populations / Genotypes per population
Wait (for cooperation) Z iterations

Sensory Input / Motor Output Nodes

Initial Sensory Input Nodes / Motor Output Nodes

Survival threshold / Add node mutation probability

Disjoint Coefficient / Excess Coefficient

Weight Difference Coefficient

Compatibility Threshold / Modifier

Interspecies mutation rate / Recurrent link probability

Simulation runs (1 experiment) / Initial number of robots (Genotype populations)

10 (CONE-2 / NEAT) / 1 (CONE-2 / NEAT)
0.04

0.02 7 0.01

Random (Excluding construction zone)
Continuous / 1.0 x 1.0

0.16 / 0.012 (Type A/ B/ C)
2/5/710

500 / 3 (CONE-2 / NEAT) / 4000
0.05 / [-1.0, +1.0]

20%

[-1.0, +1.0]

250 (CONE-2) / Variable (NEAT)

1 (CONE-2 / NEAT) / 100 (CONE-2 / NEAT)
50

22 / 3 (CONE-2 / NEAT)

4 /3 (NEAT)

20% (NEAT)

2.0 (NEAT)

1.0 (NEAT)

6.0 / 0.3 (NEAT)

5% (NEAT)

epochs. One epoch is 4000 simulation iterations and represents
a task scenario that tests different robot starting positions,
orientations, and block locations in an environment. CONE-
2 and NEAT experiments use the same number of genotype
evaluations (for each experiment) to ensure a fair comparison.
The fitness of CONE-2 and NEAT teams is an average
calculated over 20 simulation runs of a given experiment.

Table IIT presents the simulation parameter settings. These
were determined experimentally. Minor value changes pro-
duced similar results for both CONE-2 and NEAT evolved
teams, and have functioned in related NE controller evolution
experiments [12]. NEAT parameters not detailed in table III
were given default values specified by Stanley [16].

V. ROBOT CONTROLLERS (CONE-2 AND NEAT)
A. Detection Sensors

A robot’s sensory Field of View (FOV) is split into north,
south, east and west sensor quadrants (SQ-0, SQ-1, SQ-2, and
SQ-3, respectively, in figure 2, right).

A CONE-2 robot has 12 block detection ([SI-0, SI-11]),
three block demand ([S-12, S-14]), and four robot detection
([S-15, SI-16, S-17]) sensors (figure 3, left). Sensor values are
normalized to the range [0.0, 1.0].

1) Block Detection Sensors: Are constantly active for a
robot’s lifetime. Sensor ¢ returns the closest block type in
quadrant ¢, divided by the squared distance to this robot.

2) Robot Detection Sensors: Prevents collisions and enable
cooperation. Sensor ¢ returns the closest robot in sensor
quadrant ¢, divided by the squared distance to this robot.

3) Block Demand Sensors: Are constantly active for a
robot’s lifetime. Each simulation iteration the construction
zone broadcasts a signal that is received by each robot’s block
demand sensors. This signal indicates the block type with the
highest demand (next required in the construction sequence).

A 1.0 sensor value indicates the highest demand, 0.5 indicates
second highest demand, and 0.0 indicates no demand.

For example, block demand sensor S-12 receives a demand
signal equal to 1.0 if block type A is the next type required
in the construction sequence. Sensor S-13 receives a demand
signal value of 0.5 if a type B block is the next type required
after block type A. Sensor S-14 receives a signal of 0.0 if a
type C block is no longer required. If block types B and C
are both required after type A (for example, where type B and
C blocks can be connected to either side of a type A block),
then sensors S-13 and S-14 will receive a 0.5 signal value.

B. Movement Actuators

Two wheel motors control a robot’s heading at a constant
speed (table III). Wheel motors (MO-0 and MO-1 in figure 3)
must be explicitly activated. Movement is calculated in terms
of real valued vectors (dx and dy corresponding to the outputs
of MO-0 and MO-1). A robot’s heading is determined by nor-
malizing and scaling its motor output values by the maximum
distance a robot can traverse in one iteration, d,, ., (table III).
Where, dx = dpa,(01 — 0.5), and dy = dyaq(02 — 0.5), and
01 and oy are the MO-0 and MO-1 output values, respectively.
To calculate the distance between this robot, and other robots
and blocks in the environment, the squared Euclidean norm,
bounded by a minimum observation distance is used [22].

C. Block Gripper

Each robot is equipped with a gripper to transport blocks
to the construction zone. The gripper motor must be explicitly
activated (MO-2 in figure 3). If no block is held, the robot
grips the closest block within gripper range (table III). If the
robot is already gripping a block, then the block is released.

2013 IEEE Workshop on Robotic Intelligence in Informationally Structured Space (RiiSS) 75



Type A Type B Type C Type A,B,C Robot Motor Type A Type A Robot
Block Block Block Block Detection Layer Output . . .
Detection Detection Detection Demand [SQ-1, SQ-4] State( ¢-1) ?lsoék (I])etectlon Block D;t(;ct(l]on Bias
| N | | | | | N | ) Demand — (5Q-0)  Node
SI0 SI-3 SI-4 SI7 S8 Sl S12 S-4 SIS S8 S-19 | | | |
SL-0 SI-1 SI-2 SI-3

Hidden
Layer

Gripper

Activation
( Maximum )
Action

Fig. 3.

MO-2
MO-0 MO-1
Gripper

Move ; Activation

(o)
v

Action

CONE-2 (Left) NEAT (Right) Controllers. NEAT initializes a homogenous controller population subject to complexification. The NEAT controller

illustrated is an example only. Controllers are initially random sensory-motor configurations (right). CONE-2 uses a controller with a fixed topology (left).

D. CONE-2: ANN Controller

CONE-2 robots use a recurrent ANN controller [23], fully
connecting 22 sensory input neurons to 10 hidden layer
neurons to three motor output neurons (figure 3, left). Hidden
and output neurons are sigmoidal [24] units. Sensory input
neurons [SI-19, SI-21] have recurrent connections that accept
the previous activation state of the output layer. At each
simulation iteration of the robot’s lifetime the motor output
with the highest value is the action executed.

1) MO-0, MO-1: Calculate direction of movement from
motor outputs MO-0 (dx) and MO-1 (dy).
2) MO-2: Activate gripper.

E. NEAT: Initial ANN Controller

NEAT robots begin with a minimalist yet functional ANN
controller (figure 3, right), that is subject to NEAT’s complex-
ification process. The initial controller uses four sensory input
neurons fully connected to three motor outputs. To ensure that
NEAT controllers accomplish the collective construction task
with some degree of success, motor outputs are kept the same
as the CONE-2 controller (figure 3, left). At each iteration of
the robot’s lifetime the motor output with the highest value is
the action executed. Initial sensory inputs are one block type A
detection sensor (SI-0) using the robot’s north sensor quadrant
(SQ-0), one block type A demand sensor (SI-1) using all four
sensor quadrants ([SQ-0, SQ-3]), one robot detection sensor
(SI-2) using the robot’s north sensor quadrant (SQ-0), and one
bias node (SI-3). The bias node uses a constant weight value of
1.0. Connection weight values for this topology are randomly
initialized in the range [-1.0, 1.0].

VI. RESULTS AND DISCUSSION

For statistical pair-wise comparisons, unpaired two-sample
t-tests [25] (a = 0.05) were used.

A. Blocks Connected

Figure 4 (left) presents the average number of blocks con-
nected for the fittest CONE-2 and NEAT evolved teams. Fittest
teams were selected from the final generation of 10 runs,
executed for each of 10 construction schemas (table I), and the
average task performance calculated. Statistical comparisons
indicated that for construction schemas 1 to 5, where a low
degree (two robots) or no cooperation was required, NEAT
evolved teams outperformed CONE-2 evolved teams in terms
of the average number of blocks connected.

For construction schema 6 (low degree of cooperation), 8
and 9 (high degree of cooperation, three robots), CONE-2 and
NEAT evolved teams yielded comparable task performances.
This result indicates that both the NEAT and CONE-2 team
size adaptation approaches are equally beneficial for schemas
mandating low and high degrees of cooperation.

However, for construction schemas 7 and 10 (high coopera-
tion), CONE-2 evolved teams yielded a significantly higher
task performance, compared to NEAT evolved teams. This
result indicates that there are cooperative task instances where
CONE-2’s team size adaptation mechanism is most suitable.

B. Team Size

Figure 4 (right) presents the average team size, for the fittest
CONE-2 and NEAT evolved teams. For each construction
schema, the fittest teams were selected from each of the 10
runs, and the average calculated. In figure 4 (right) note that
when no error bars are shown, then team size does not vary.

For schemas 1 to 5, CONE-2 uses only one robot since
most blocks could be connected by one agent. Also, one robot
lifetime (4000 iterations) was not sufficient time to gather
blocks that must be connected cooperatively (table II). Thus,
most of a robot’s lifetime was spent gathering blocks that could
be individually connected, and an average of two blocks were
connected for schemas 1 to 5 by the fittest CONE-2 teams.
However, the fittest NEAT teams connected an average of 9
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Left: Average number of blocks connected as a structure by the fittest CONE-2 and NEAT evolved teams (for 10 construction schemas). Right:

Average team size of the fittest CONE-2 and NEAT evolved teams (for 10 construction schemas).

to 7 blocks for schemas 1 to 5 (figure 4, left) as a result of
comparatively large team sizes (figure 4, right).

Whereas, a single robot could make at least one connection
in construction schemas 1 to 5, for schemas 6 to 10 at least two
robots were required to connect any blocks. For construction
schema 6, two robots were required to make all connections
(tables I and II). Thus, for schema 6, it was necessary for
CONE-2 to use more robots, compared to schemas 1 through
5 (figure 4, right). However, for schemas 7 to 10, three robots
were required to build all connections (table I). Suitably, for
schemas 7, 8 and 10, CONE-2 used 10 robots (and 9 robots
for schema 9) for the fittest evolved teams.

Results also indicate the fittest NEAT teams, evolved for
each construction schema, used larger team sizes, an average
of 13 robots (figure 4, left). This resulted from NEAT increas-
ing team size according to its speciation mechanism, which
maintained genotype diversity and protected new controllers
from being prematurely removed from the genotype population
(by placing them in a new species) [16]. Increasing team
sizes as a function of NEAT’s speciation mechanism also
resulted in comparatively larger teams. This resulted in a
significantly higher performance (figure 4, left) for schemas
1 to 5 (requiring a low degree of cooperation), since more
robots, on average, gathered and connected more blocks.

A notable result for the fittest CONE-2 and NEAT evolved
teams (for schemas 6 to 10), was that labor was divided
amongst team members. Large team sizes were beneficial in
tasks mandating low to high cooperation since there were
sufficient robots to concurrently gather and connect blocks.

C. Correlating Team Size and Task Performance

Notably for schemas 6 to 10, the fittest CONE-2 evolved
teams were consistently smaller compared to the fittest NEAT
evolved teams, yet CONE-2 teams achieved a comparable or
significantly higher task performance (figure 4).

To test the correlation between team size and the number
of blocks connected, the Pearson product-moment correlation
coefficient [25] was applied. The coefficient was applied to
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construction schemas 6 to 10, since in these schemas the fittest
CONE-2 and NEAT evolved teams yielded comparable task
performances. The exception was schemas 7 and 10, where
CONE-2 evolved teams yielded a significantly higher task
performance, compared to the fittest NEAT evolved teams.

Results are presented in table IV. The correlation coefficient
ranges from -1.0 to 1.0. A value of 1.0 implies that blocks
connected increases as robots increase, - 1.0 implies that blocks
connected decreases as team size increases, and 0.0 implies no
correlation between blocks connected and team size.

Results (table IV) indicate the correlation for the fittest
NEAT evolved teams ranges from 0.54 to 0.69, highlighting
a high positive correlation between team size and blocks
constructed. However, for the fittest CONE-2 evolved teams
(schemas 6 to 10), there is a very strong positive correlation
between team size and blocks connected (0.99).

This very strong correlation indicates that the fittest CONE-
2 evolved teams only adapt to become as large as required.
That is, CONE-2 evolved teams become just large enough such
that the task is accomplished efficiently. There are a sufficient
number of robots to make all cooperative connections required
by a schema, as well as a sufficient number for maximizing
the number of blocks gathered during a team’s lifetime. In the
case of NEAT, the lower correlation indicates that larger team
sizes were not necessarily beneficial in all schemas.

Comparatively large NEAT team sizes were used for all
construction schemas. Whilst this was beneficial for schemas
requiring no or low cooperation, for schemes requiring high
cooperation, it is theorized that the larger team sizes were,
in some instances, counter productive. That is, more than
three robots would be concurrently attempting to cooperate,
when only two or three were required to connect a block.
Such physical interference between many robots concurrently
attempting to grip a block delayed block connection times as
robots had to try again. This led to lower task performance for
NEAT teams in some schemas, compared to CONE-2 teams.

Thus the key result supports the hypothesis of this study
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TABLE IV
CORRELATIONS BETWEEN NUMBER OF AGENTS PRESENT AND MAXIMUM
BLOCKS CONSTRUCTED PER CONSTRUCTION SCHEMA.

Pearson Correlation Coefficients
Construction Schema NEAT CONE-2
6 0.69 0.99
7 0.64 0.99
8 0.62 0.99
9 0.58 0.99
10 0.54 0.99

(section I-B). That is, that dynamically adapting team size as
function of genotype diversity (NEAT) is comparably effective
to adapting team size according to behavioral success (CONE-
2). The caveat is that when the task requires no or occasional
cooperation, then NEAT evolves more effective teams. How-
ever, when cooperation is always required then NEAT and
CONE-2 evolved teams yield comparable task performances.

However, the mechanisms affecting relationships between
team size and cooperative behavior for a given task and
controller evolution type, are the subject of ongoing research.

VII. CONCLUSIONS

This study’s objective was to elucidate the impact of two
comparative methods for dynamically adapting team size in
a collective construction task that required varying degrees
of cooperation between robots. Team size adaptation was
executed as part of the CONE-2 and NEAT methods (applied
to controller design). CONE-2 team sizes were adapted as
a function of cooperative behavior success. Whereas, NEAT
team sizes were adapted as a function of genotypic (team
behavior encoding) diversity. The comparison was motivated
by the research question of whether a purely genotypic versus
a behavioral mechanism is sufficient for dynamic team adapta-
tion in cooperative tasks (in this study, collective construction).

Results indicated that if the task required cooperation (two
or three robots), the fittest CONE-2 teams yielded comparable
or significantly higher task performances, comparative to the
fittest NEAT teams. However, CONE-2 teams were consis-
tently smaller, indicating the evolution of a greater efficiency
in collective construction task accomplishment.

This study concludes that both genotypic and behavioral ap-
proaches are well suited to dynamically adapt team sizes in the
collective construction task. However, this was a preliminary
study, simply aiming to elucidate a clear benefit of either team
size adaptation approach, with respect to a cooperative task.
The key result was that neither approach demonstrated clear
benefits when cooperation was always required.

Thus as a next step, the benefits of either approach applied
in a general set of collective behavior tasks (those mandating
cooperation), will be examined. Furthermore, the benefits of
combining genotypic and behavioral approaches as a means
to dynamically adapt team sizes to suit a required degree of
cooperation, is the subject of future research.

78

(1]
(2]

(3]

(4]

(]

(6]

(71

(8]
(1

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]
(21]

(22]

(23]
[24]

[25]

REFERENCES

C. Schultz and L. Parker, in Multi-robot Systems: From Swarms to
Intelligent Automata. Washington DC, USA: Kluwer, 2002.

Y. Zhang and R. Vaughan, “Ganging up: Team-based aggression expands
the population/performance envelope in a multi-robot system,” in Pro-
ceedings of the International Conference on Robotics and Automation.
Orlando, USA: IEEE Press, 2006, pp. 589-594.

K. Cheng, P. Dasgupta, and B. Banerjee, “Adaptive multi-robot team
reconfiguration using a policy-reuse reinforcement learning approach,”
in Proceedings of the international conference on Advanced Agent
Technology. Berlin, Germany: Springer-Verlag, 2011, pp. 330-345.
A. Kleiner, D. Sun, and D. Meyer-Delius, “Armo: Adaptive road map
optimization for large robot teams,” in Proceedings of the International
Conference on Intelligent Robots and Systems. San Francisco, USA:
IEEE Press, 2011, pp. 3276-3282.

'W. Agassounon and A. Martinoli, “A macroscopic model of an aggrega-
tion experiment using embodied agents in groups of time-varying sizes,”
in Proceedings of the IEEE International Conference on Systems, Man
and Cybernetics. Pasadena, USA: IEEE Press, 2002, pp. 250-255.

S. Nolfi and D. Floreano, Evolutionary Robotics: The Biology, Intelli-
gence, and Technology of Self-Organizing Machines. Cambridge, USA:
MIT Press, 2000.

L. Parker, “The effect of action recognition and robot awareness in co-
operative robotic teams,” in Proceedings of the International Conference
on Intelligent Robots and Systems. IEEE Press, 1995, pp. 212-219.

, “Adaptive heterogeneous multi-robot teams,” Neurocomputing,
vol. 28, no. 1, pp. 75-92, 1999.

K. Stanley and R. Miikkulainen, “Evolving neural networks through
augmenting topologies,” Evolutionary Computation., vol. 10, no. 2, pp.
99-127, 2002.

G. Nitschke, “Behavioral heterogeneity and collective construction,” in
Proceedings of the Congress on Evolutionary Computation. Brisbane,
Australia: IEEE Press, 2012, pp. 387-394.

G. Nitschke, M. Schut, and A. Eiben, “Collective neuro-evolution for
evolving specialized sensor resolutions in a multi-rover task,” Evolution-
ary Intelligence, vol. 3, no. 1, pp. 13-29, 2010.

, “Evolving behavioral specialization in robot teams to solve a
collective construction task,” Swarm and Evolutionary Computation,
vol. 2, no. 1, pp. 25-38, 2012.

D. D’Ambrosio and K. Stanley, “Generative encoding for multiagent
learning,” in Proceedings of the Genetic and Evolutionary Computation
Conference. Atlanta, USA: ACM Press, 2008, pp. 1-8.

K. Stanley and R. Miikkulainen, “Competitive coevolution through evo-
lutionary complexification.” Journal of Artificial Intelligence Research,
vol. 21, no. 1, pp. 63-100, 2004.

J. Rojas and R. Peters, “Analysis of autonomous cooperative assembly
using coordination schemes by heterogeneous robots using a control
basis approach,” Autonomous Robotics, vol. 32(1), pp. 369-383, 2012.
K. Stanley, Efficient Evolution of Neural Networks Through Complexi-
fication. Ph. D. Dissertation. Austin, USA: Department of Computer
Sciences, The University of Texas, 2004.

F. Gomez, J. Schmidhuber, and R. Miikkulainen, “Efficient non-linear
control through neuroevolution,” in Machine Learning: ECML 2006.
Berlin, Germany: Springer, 2006, pp. 654—662.

M. Potter and K. De Jong, “Cooperative coevolution: An architecture for
evolving coadapted subcomponents,” Evolutionary Computation, vol. 8,
no. 1, pp. 1-29, 2000.

G. Nitschke, Neuro-Evolution for Emergent Specialization in Collective
Behavior Systems. PhD thesis. ~ Amsterdam, Netherlands: Computer
Science Department, Vrije Universiteit, 2009.

F. Gomez and R. Miikkulainen, “Incremental evolution of complex
general behavior,” Adaptive Behavior, vol. 5, no. 1, pp. 317-342, 1997.
A. Eiben and J. Smith, Introduction to Evolutionary Computing. Berlin,
Germany: Springer-Verlag, 2003.

A. Agogino and K. Tumer, “Efficient evaluation functions for multi-rover
systems,” in Proceedings of the Genetic and Evolutionary Computation
Conference. New York, USA: Springer, 2004, pp. 1-12.

J. Elman, “Finding structure in time,” Cognitive Science, vol. 14, no. 1,
pp. 179-211, 1990.

J. Hertz, A. Krogh, and R. Palmer, Introduction to the Theory of Neural
Computation. Redwood City, USA: Addison-Wesley, 1991.

B. Flannery, S. Teukolsky, and W. Vetterling, Numerical Recipes.
Cambridge, United Kingdom: Cambridge University Press, 1986.

2013 IEEE Workshop on Robotic Intelligence in Informationally Structured Space (RiiSS)




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


